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System and Process Design

The technology of system design has grown over the past half century from roots in human factors engineering (Singleton 196?), manufacturing process engineering, product design, and, more recently, software systems design. Contemporary complex systems are characterized by many agents: human, hardware and software subsystems collaborating in an integrated organization to carry out a mission in a context of environmental uncertainty and time constraints. The technology has developed its own esoteric jargon and in some instances the tools of system design have become so cumbersome that they add unnecessary complexity, cost and delays to the process. The purpose of this paper is to explore the semantics of system design and some of the more useful tools in the context of space exploration, with occasional detours into automobile manufacturing for explanatory purposes. The paper concludes with some simple rules for human system design.

The fundamental semantic challenge is to separate the concepts of entities and activities, agents and functions, systems and processes, nouns and verbs. Entities, agents and systems are described by nouns. Activities, functions and processes are described by verbs. A system (noun) can only be designed by specifying its characteristics – adjectives - in a quantitative way. Give the engineer a number! Systems by themselves are inert. It is only when they interact with other systems that a purposeful process occurs. Processes are described by verbs and quantified (qualified) by adverbs. Peacock (1995)

Systems, subsystems, components and elements may be comprised of hardware, software, humanware or organizationware. Extra vehicular activity requires a suit, software for control and communications, an organizational structure for supervision, and last but not least, the person in the suit and his or her support entourage. Extravehicular activity, per se has no specific purpose – activity is a generic term for a collection of purposeful functions, such as inspection, assembly, maintenance, translation, manipulation, protection etc. that can be measured. Driving to work requires a car (nowadays with a lot of software), a driver, a road and an organizational structure, including the highway patrol. Driving to work is also dependent on many supporting processes, such buying, taxing and insuring the car, filling it with gas and maintaining it. Failure of any sub process can have outcomes that vary from the catastrophic to minor inconvenience.

Process Outcomes 

These two activities (verbs) – EVA and driving - have common general purposes. First there is quality or effectiveness – achieving a stated objective. Next there is efficiency or productivity – consuming the minimum amount of resources, such as fuel, money or time, to achieve the objective. The third general purpose of all processes is safety – there should be no (or minimal) harm done to any of the collaborating systems, except where the conversion of systems is the purpose of the process, as in propulsion. Harm in this context includes both acute damage to a system or cumulative damage, such as wear of moving parts, radiation sickness or undue fatigue. Parenthetically, all processes result in change to some or all of the contributing subsystems, such as “normal wear and tear” or in the case of the human subsystem, temporary fatigue or learning. A unique purpose of complex processes that include human subsystems is that of satisfaction. People or their organizational supervisors must find some intrinsic satisfaction in the activity and not be overly affected by the dissatisfiers such as discomfort or insufficient rewards. (Herzberg, 197?)

Processes take place in environmental contexts, which add uncertainty to the outcomes. Space exploration involves extremely hostile environments and the lack of complete or timely information regarding these contexts can be catastrophic. The weather or the other drivers may complicate the process of driving to work. These uncertain extrinsic contexts may interact with any of the intrinsic subsystems and where these subsystems are vulnerable, process failure or subsystem damage may occur. A solar flare may tax the effectiveness of the radiation protection subsystems and a wet road will attack worn tires (Haushalter, 1971). In the case of the human subsystem, a cold environment will interfere with finger dexterity, and a surfeit of information, as occurs with cell phone use in busy traffic, will over tax the human attentional processes (Peacock 2003)

Human Error

Two apparently contradictory opinions about design outcomes are voiced by Casey (199) and Petroski (1992). Petroski argues that “To Engineer is Human” and that engineers will usually learn from their mistakes; he sees that engineers continually break new ground and are faced by constraints and tradeoffs, which lead to risky decisions. He cites a series of catastrophic civil engineering failures and their “after the event” explanations. Hornick (199 ) in his presidential address to the Human Factors and Ergonomics Society Annual Meeting argues that Petroski failed to understand that human error, both in design and execution, is predictable and therefore preventable. Casey presents descriptions of a series of notable catastrophes that were caused by execution or foreseeable design errors for which there are clear human factors explanations. Examples include interface design shortcomings in an X-ray machine and a trust in automation (radar) issue by the commander of the US Fleet in 1926. The system design factors that gave rise to operator overload error at Three Mile Island are legendary. More recently the NW 255 plane crash at Detroit can be attributed to the crew failing to perform a correct procedure, together with a failure of a warning system. Beaty (1969) presents a perceptive assessment of “The Human Factors in Aircraft Accidents” and Hancock and Desmond (2001) identify the vulnerabilities of the human operator to “Stress, Workload and Fatigue”. Finally, Robinson (1993) in his fictional account of the settling of “Red Mars” eloquently identifies the psychosocial and political vulnerabilities of complex systems involving people. 

The Grammar of Design

These concepts can be drawn together using the familiar grammatical construct of a sentence:

· I want to operate my car.

· Some people want to drive their cars to work in less than half an hour, while listening to their voice mail.

· Qualified drivers want to drive their racecars quickly and safely around the wet, winding racetrack.

· Well-trained astronauts want to capture a large satellite with a robotic arm.

These sentences articulate process requirements with varying degrees of specificity. Designers of the processes – driving, capturing – need more information to satisfy their customers. The first task is to identify the customers, and their perhaps differing requirements. The end user – I, the driver, the astronaut  - may not be the only customer. Other customers include trainers, maintenance engineers, managers, legislators and the general public and they may have differing, perhaps conflicting requirements. Sometimes the customer may be an individual that has a tailor made [space] suit. On other occasions the end user may be one of a large population of users for minimally adjustable hardware. (If the glove doesn’t fit, try the next size up and if that’s too big, tough!)  

A requirement must be articulated as an adverb that may be evaluated, assessed or validated by objective or subjective methods. The adverbs quickly and safely can be assessed subjectively and for this assessment to be useful it should reflect the consensus of all the customers. One way of improving the reliability of requirement assessment is to provide verbal or numerical anchors to the assessment statements. For example the requirement “quickly” could be quantified by a speed or a time to cover a fixed distance, under controlled environmental conditions. The “safely” requirement is more problematical and may be quantified in a safe / not safe scale, by articulating a continuum of possible outcomes – such as mission failure, crewmember fatality, subsystem damage – or by adding probabilistic statements that can only be assessed reliably in the light of experience with the operational system or through simulation. Parenthetically, the best available estimate of the probability of failure of the Space Shuttle mission process is 2/113; however this only predicts an expected value and where confidence limits are placed around this point estimate, using the Binomial, Poisson or Normal distributions the 95% confidence level is of the order of an unacceptable 1/30. Such historical estimates are always suspect as learning occurs in most human managed processes and possible failure modes are eliminated in the light of experience, thus changing the system design and process reliability. In the car driving context, the biggest process reliability change would be to eliminate drunk driving which contributes to almost half of the 40,000 fatalities a year in the USA, but on balance driving is a very reliable process and most drivers who are “under the influence” don’t have accidents and most drivers who drive faster than the speed limit don’t get caught. 

Risk Assessment

The technology of risk assessment has progressed over the past few decades and there exist various standard processes for linking outcomes and likelihoods. (Rafaat, 199  ) These methods typically use non linear probability scales and ordinal outcome or severity scales, which are sometimes converted to a common currency, such as dollars. A fundamental shortcoming of these risk assessment approaches is that they do not usually address the tradeoffs that must be made with positive outcomes – benefits. Where a common currency approach is adopted it is possible to develop key ratios that relate costs and benefits (Peacock, 1998). A common metric in space flight engineering is equivalent system mass (ESM); this also fails to comprehend tradeoffs between costs and benefits and is therefore an insufficient decision tool. More sophisticated analytical processes are essential if we are to comprehend how space flight tradeoff decisions are made. Another challenge is related to the costs of development of countermeasures as well as the countermeasures themselves. For example, the development of a planetary surface suit that is both protective and offers good mobility and where there may be acceptable tradeoffs between protection and mobility, may have vary high development costs and conflicting operational advantages and disadvantages. Very few car buyers purchase Hummers in order to increase their personal safety, but the evidence is clear that vehicle mass is a major contributor to accident outcomes (Evans, 199?). The issue of the tradeoff between “production and protection” is also very apparent in high volume manufacturing and materials handling processes. The shareholders and management want “productivity” whereas the union fight’s for “protection” and this tradeoff has been escalated to the highest circles in the country with the debate about ergonomics standards. (Peacock, 1993)

The Design Process

The engineer cannot do his job effectively without requirements that can be validated. In other words the requirements statements must contain verbs and their associated adverbs that define process performance and the conditions or tests under which this performance is to be evaluated. For example a sports car may be expected to go from 0 to 60 in 6 seconds. A suited astronaut may be expected to travel 100 meters over a planetary surface in 5 minutes, with a heavy load of equipment.

Given these validatable operational or process verbs and quantitative adverbs, together with contextual information, the engineer and operations designers are in a position to start addressing the systems that may be needed to satisfy these requirements. Designers create things – nouns – and can only design them with quantitative information – adjectives. For example 0 to 60 in 6 seconds may be achieved with a big heavy car with big powerful engine or with a small, aerodynamic car with a small, efficient power train. The planetary surface astronaut’s task may be achieved with a rucksack or a golf cart. Once the engineer has the process requirements, he can then explore the systems (nouns) and their characteristics (adjectives) to develop concepts that may satisfy the requirements.

Unfortunately, the design process does not always work in this tidy way. The customer may not articulate clear requirements, but may seek to specify design options and impose requirements after the fact. For example the customer may ask for a small, aerodynamic sports car and may be disappointed when his luggage doesn’t fit in the trunk. An exploration program manager may specify a lunar rather than an orbital launch platform. Conversely, the engineer sometimes seeks requirements that fit his predetermined design specifications, much like the health care specialist with a limited set of interventions may seek diagnostic information to justify those actions. Such conservatism is sometimes justified as the system design characteristics may be well evaluated. The challenge occurs when the system is expected to meet new requirements. “If your only tool is a hammer, very soon everything begins to look like a nail.” These possibly unfair references often occur because of a shortage of research and development funding, but in the long run the new challenges of long duration space travel will require new technologies.

Quality Function Deployment

An adaptation of Quality Function Deployment (McHugh, 1986) can provide the discipline of separating systems, processes, nouns, verbs, adjectives and adverbs. Quality Function Deployment employs a series of matrices that transfer information from market research through product design, manufacturing and production processes to sales and the rest of a product life cycle, including maintenance and recycling. The vertical axes of the matrices contain information about customer requirements and their quantitative adverbs, often obtained by benchmarking tests. For example, a space suit user may expect good shoulder mobility and the adverb may require this to match unsuited shoulder girdle function (an impossible task with current hard upper torso technology).  A vehicle maintenance function may involve visual, hand and tool access and the quantitative adverb may expect spark plug change in 5 minutes – a process performance standard derived from comparison with other similar vehicles.

The horizontal axes contain descriptions of the systems (nouns) and their quantitative adjectives. These are system design specifications. For example maintenance access may require a cone with a minimum diameter of 20 centimeters. Radiation protection may require a material thickness of x millimeters. Eventually, the engineer must design the system with these quantitative values. Give the engineer a number. Unfortunately, no single number will ever be “correct,” at least where human subsystems are concerned. A tradition in engineering has been the inclusion of tolerances in specifications – a range of values around a point that is acceptable. Commonly, the engineer may assume that if he or she stays within the upper bound of the tolerance range then the implications in terms of performance will be acceptable. Unfortunately, tolerances have a way of “stacking up” and although all subsystem designs may be within tolerance, the total system may fail. For example, a space suit may have sets of different sized modules that accommodate a range of expected crew member segment sizes, but because of human body size and shape complexity, including imperfect correlation of segment sizes and changes due to microgravity, performance of an EVA activity may be compromised. 

An alternative to traditional “tolerances” is the use of loss functions. This involves the identification of a target value, that will be ideal and not interact adversely with collaborating subsystems, and a non-linear function that “penalizes” deviations. As the system design develops, these penalties are amalgamated and a total system score is calculated. (Peacock, 2001) The decision process for system acceptance is based on a policy statement regarding total system score and identification of those subsystem deviations where the greatest impact may be made regarding process performance. For example a vehicle interior may specify loss functions for headroom, shoulder room, knee room and eye height as well as many other parameters (Roe, 1993). In the final assessment of perception of interior spaciousness or performance in a standard entry – egress test the design compromise will optimize the amalgamation of these multiple loss functions. 

Formal testing of the relationship between individual (or sets) of system adjectives (independent variables) and process performance outcomes or adverbs (dependent variables) is the very basis of human factors engineering and its regression or analysis of variance tools. A shortcoming of this reductionist approach is that experimental management of many interacting and concomitant variables is often prohibitive, because of system complexity. An interesting alternative approach is described by the paradoxical statement that “ if a non conforming system passes a [process] performance test then the system can be considered to conform.”   Or to use a familiar truism: “the proof of the pudding is in the eating.”

Human Factors in Design

This paradox envelops the relationship between human factors engineering and their designer and user customers. When human factors enter the design process late with usability tests of the total operational process it is often too late or too costly to rectify fundamental system design shortcomings. For example ergonomics intervention in automobile manufacturing may influence workplace design, tool selection and task content, but cannot change the main design problem of inaccessibility of a particular component. The same is true of maintenance of space hardware; if a suit is to be maintained on a remote planetary surface, there will be very different challenges from those encountered in a well-equipped workshop on earth. Conversely, when human factors is involved in the life cycle requirements planning early in the design process, it is more likely that a comprehensive set of performance requirements will lead to a corresponding set of system design loss functions and the sequence of evaluations as the design matures.

System design specifications can be verified and process performance requirements can be validated in an appropriate context. These important design evaluation processes are effective only if reliable testing processes accompany requirements and specifications. A generic phase of the design process can be described by analogy with the familiar educational process. The first component is the articulation of performance requirements – will the exiting students have obtained knowledge that fits them for their next course or phase of their careers? The proof of the pudding is in the starting salaries of graduates or better still, the final examination should include an evaluation (validation) of performance in analogous situations. Curriculum or course design specifications flow from the outcome requirements. If the outcome requires problem solving capability then the course curriculum should specify practice in problem solving. Verification of the curriculum, like verification of system design specifications, should be straight forward if the specifications have been articulated clearly and reliable tests have been planned and implemented. All too often classes are designed based on historical specifications, rather than customer requirements. The limitation of this analogy is that the educational and design processes are extremely complex and involve many subsystems, including teachers (engineers), classroom facilities (design facilities), students (internal customers) and employers (external customers.) However the discipline of process performance requirements (verbs and adverbs) first followed by system design specifications (nouns and adjectives) will assure a more satisfactory outcome.

The root of the design and education challenge lies in human variability and adaptability. Students may succeed despite their professors; vehicle customers may tolerate poor quality if the styling is exceptional, astronauts may succeed in their tasks despite design shortcomings. Conversely unprepared students may fail despite good professors and facilities; poor drivers may fail despite well-engineered systems, and astronauts (or their support entourage) may fail if their training, experience or readiness to perform are insufficient to meet novel or emergency situations.  Examples of the former performance successes, despite subsystem failures, are to be found in the Apollo 13 and Skylab solar array incidents. Evidence of the latter failures were observed in the Progress collision and the Soyuz / Salyut tragedy. (Casey, 1993) 

Design for human variability may be addressed in several ways. The obvious way is to reduce the [human] variability by meticulous attention to “humanware design” -  selection, training, assignment and performance monitoring. Historically NASA has had great success in this respect although performance monitoring has always been a bone of contention among crewmembers who are reluctant to publicize their shortcomings. An analogous process in professional sport does not suffer from this shortage of evidence. The sports pages are full of the most detailed performance statistics of these highly talented, selected, trained and paid athletes. At the other end of the design spectrum, consumer product design, including automobiles and their usage contexts, must accommodate a wide variety of minimally talented, marginally selected, inadequately trained and rarely monitored users. Only catastrophic failures are documented and the usually forgiving context allows recovery from gross human error and minimal monitoring of inappropriate behaviors. 

Design for highly talented human operators is easier and more forgiving than for the broad population of consumers. But this can lead to complacency and over reliance on the human operator to accommodate for design shortcomings. It should be noted that even the best operators suffer from human fallibilities, such as inattention, fatigue, overload and debilitation. (Hancock and Desmond, 2001). Picture a good driver finding his way through a strange city, in the fog, on icy roads, to an important meeting deadline. Translate this into an astronaut, debilitated by a long interplanetary journey (or EVA), wearing a cumbersome suit, finding his or her way to a safe haven with limited consumables. The focus of system design must acknowledge expected use and foreseeable misuse. An automobile must be designed to protect an inebriated driver in the event of a high-speed collision. Space hardware must be validated in similarly challenging contexts.

Automobile design has a considerable advantage of an enormous amount of data. Space exploration is relatively data poor. Consequently space system design must take advantage of contemporary modeling, simulation and analog facilities. These facilities, to be predictive of human performance in space, must address human shortcomings as well as their successes. It is one thing to winter over in the Antarctic and suffer from frostbite, or run out of air in NEEMO and have your buddy lend you his spare regulator. It is altogether different with a minimally redundant crew on their way to a distant planet when the doctor gets toothache, a solar flare erupts or a piece of software misbehaves. The Advanced Integration Matrix (AIM) program aims to answer the challenges of expected use and foreseeable misuse with a comprehensive suite of digital and analog simulations and an extensive repertoire of what if questions, with particular reference to the many sources of human performance variability.

Simple Rules for Process and System Design

· Differentiate between process requirements and system specifications.

· Develop tests for specification verification and requirements validation.

· Develop a comprehensive picture of system design interactions and process performance outcomes.

· Develop digital simulations of mission process performance and carry out sensitivity analyses of hardware, software, humanware and organizationware subsystem design ranges.

· Use contemporary tools such as Failure Mode and Effects Analysis, Fault Tree Analysis, Human Reliability Analysis, Quality Function Deployment and Discrete Event Simulation to evaluate expected use and foreseeable misuse. 

· Comprehend human variability on all dimensions, including physical, cognitive and psycho-social.

· Design in redundancy and forgiveness – make space travel as safe as driving to work.
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